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**Executive Summary**

In this report, we look at three different problems, each pertaining to their own data set. The first problem looks at predicting a qualitative response: whether a student in higher education in Portugal will drop out of school based one a set of 20 predictor variables. A training subset of the original data is used to create various classification models including logistic regression, linear and quadratic discriminant analysis, naïve Bayes’ classifier, the non-parametric k-nearest neighbor algorithm, and classification tree methods. Every trained model was used to predict whether a student dropped out or not based on the same test data set. Confusion matrices were generated for each model and the test error rate was determined by the percentage of predictions that were misclassified. The results of the comparison of the models determined that logistic regression and linear discriminant analysis were best at classifying the dropout response when modeled using a set of statistically significant predictors, i.e. predictors that had coefficient estimates with p-values less than 0.05. Their test error rates were 12.4% and 12.5%, respectively. More flexible models yielded larger misclassification rates than more rigid models. In the quantitative model, we sought to predict the quality of white wine based on various chemical characteristics of each wine in the data set. The models that were trained using half of the original data set in order to predict the quality of wine included multiple linear regression, regularization general linear models (Ridge Regression and the LASSO), subset selection general linear models (best subset, forward stepwise, and backward stepwise), dimension reduction partial least squares model, regression tree, pruned regression tree, bagging, random forest, and boosting. All trained models were used to predict the quality of white wine based on the test data set. Ridge regression, the LASSO, and subset selection models did not improve the test mean squared error compared to a multiple linear regression model that only used statistically significant predictors. Tree-based methods (bagging, random forests, and boosting) resulted in a significant decrease in the test mean squared error. The most important predictors of wine quality as determined by the random forest model were alcohol, free sulfur dioxide, volatile acidity, and chlorides. The random forest model had the lowest test error with a test MSE of 0.407, which means, on average, the random forest will predict a quality rating 0.638 units off the actual value. The principal components regression problem involved predicting the average credit balance of customers based on financial and other demographic factors. The model was fit using a training data set and the ideal number of principal components was determined using cross-validation. That number was determined to be 11. The PCR model yielded a test MSE of 10691.12, which means that on average, the model is off by $103.40 in its prediction of a customer’s average credit balance. This test MSE was no different than that of a multiple linear regression model trained with the same training set and predicting average credit balance based on the same test data set.

**Data & Approach**

*Qualitative Problem*

The data set includes 4424 records of undergraduate students in higher education who either dropped out of school or did not drop out. Each record has 21 attributes that are evaluated and used as predictor variables in a model to predict if a student drops out or not. Of the 4424 records, 1421 of them dropped out, which is equal to a little less than a third of the total number of records. The original data set includes three possible values of the target variable: dropout, enrolled, and graduate. In this analysis, all records where the target was equal to enrolled and graduate were set to “Student” to indicate that the student associated with that record has not or did not drop out. Before loading the data set, the column names had to be manually adjusted to remove spaces and parentheses in the names. Upon successfully loading data into R Studio program and adjusting the values in the target column to meet criteria for binary classification problem, the target column was converted from character class to factor class.

The total data set was split in half where one half was assigned to the training data set, which was used to train the various models to predict whether a student will drop out or not. The second half of the data was assigned to the test data and used to measure the accuracy of the model in predicting the response.

The following models are trained using the training set and then used to predict the test error rate using the test data set: logistic regression, linear discriminant analysis, quadratic discriminant analysis, naïve Bayes classifier, k-nearest neighbor, classification tree model, bagging, random forest, and boosting.

*Quantitative Problem*

The data set consists of 4898 observations with 12 attributes connected to each observation. Each observation is a record of 12 different characteristics of a different type of wine. The characteristics of interest include fixed acidity, volatile acidity, citric acid, residual sugar, chlorides, free sulfur dioxides, total sulfur dioxides, total sulfur dioxides, density, pH, sulphates, alcohol, and quality.

For the purpose of this research, we are interested in determining the best regression model to predict the quality of the wine using some, or all, of the other characteristics in the data set.

We begin with a multiple linear regression model and then try to improve upon it using Ridge Regression and The LASSO shrinkage class models. Following shrinkage methods, subset selection models; including best subset, forward stepwise, and backward stepwise; are trained and evaluated. Partial least squares and various tree-based methods are used to model the data and predict the quality of white wine. All models are trained using the same subset of observations of the total data set, which is equal to half the total number of observations. The test mean squared error is determined by predicting the quality of white wine from the observations of the test data set, which is half of the total data set not used in the training set.

*Principal Components Regression Problem*

For the Principal Components regression problem, the Credit data set that is part of the ISLR2 package is used. The focus of this problem is to predict the average credit card balance of a credit holder based on a variety of characteristics. The data set includes 400 records and 10 different features that are not the customer’s average balance. these features include Income, Credit limit, Credit rating, number of cards, Age, Education, home ownership status, student status, marital status, and region. The data set is split in half to form a training data set and test data set.

The PCR model is trained using the training data set. Each predictor is standardized prior to generating the principal components. A ten-fold cross-validation error is computed for each possible number of principal components.

**Detailed Findings**

*Qualitative Problem*

To begin, the total data set is fit using a logistic regression model. The summary of the model reveals information about each predictor. The p-value of each predictor variable is calculated, and those with a p-value less than 0.05 are statistically significant. This information is used to subset our full data set to include only the statistically significant predictors.

Using only the significant predictors from the first logistic regression model, a new logistic regression models trained using the training data set. The contrasts() function reveals that R has assigned 0 to “Dropout” and 1 to the “Student” response. Therefore, if the prediction value is less than 0.5, the response is equal to “Dropout” while all other predicted responses are set equal to “Student.” The test error rate for the trained logistic regression model is 12.4%.

A linear discriminant analysis (LDA) model is trained and used to predict the response. The LDA model yields a similar test error rate as the logistic regression model with a misclassification rate of 12.5%. Unsurprisingly this is not much different from logistic regression since there are only two classes of the response.

The training data is fit to a quadratic linear discriminant analysis (QDA) model and used to predict the responses in the test data. The QDA model yields a test error rate of 15.3%, slightly worse than logistic regression and LDA. The increase in test error rate suggests that the increased flexibility of the QDA model leads to a worse prediction error rate. This may lead us to believe that the assumption that there is a common covariance among the two response classes is better suited for this problem rather than assuming each class has a its own covariance matrix.

A naive Bayes classifier model was applied to the training data set. The model yields a test error rate of 16.3%, which is considerably worse than those of the logistic regression and LDA models.

The non-parametric K-nearest neighbor (KNN) model is evaluated with four different values of k: 1, 3, 5, and 10. Figure 1 shows the test error rates for the KNN model for each value of k. The model was trained using the same training data set as the previous models that were evaluated. The lowest test error amongst the four k values is 21.2%. Interestingly, similar to the observations in the test error rate for QDA, the results of the KNN modeling suggests that less flexibility leads to better accuracy: the test error rate is higher for k = 1 or 3 compared to k = 5 and 10.
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Figure 1

Using all predictors, a classification tree model is trained using the training data set. Figure 2 shows the tree model that was created. The tree has 8 terminal nodes, and the variables actually used in the tree construction are second semester curricular units approved, tuition fees up-to-date, age at enrollment, second semester curricular units enrolled, and second semester curricular units grade. The training error rate is 12.9% while the test error rate is 13.7%.
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Figure 2

Pruning the classification tree model attempts to reduce the test error rate. Cross-validation is used to determine what tree size yields the lowest training error. Figure 3 illustrates that plotting error over the size of the tree shows that a tree size of 7 yields the lowest error.
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Figure 3

The tree is pruned so that its size matches that determined from the plot. Figure 4 is a plot of the pruned tree. In the pruned tree, second semester curricular units grade is no longer a predictor used. The pruned tree has 7 terminal nodes. Despite the changes, the pruned tree does not perform any differently than the original classification tree, but it did illustrate a simple tree that cuts down the number of predictors needed to create an equally accurate model.
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Figure 4

A bagging model is used to predict whether a student will dropout or not. The bagging model is a random forest that uses all the predictors in the data set. The model is trained using the training data set. The out-of-bag observations estimated a test error rate of 13.5%. Despite using bootstrap procedure, the test error rate is equal to that of the original and pruned classification trees.

Using the training data set, a random forest is used to model the data. Similar to the bagging model, a number of decision trees are built using a bootstrap procedure. The random forest model considers a random sample of the predictors that is equal to the square root of the total number of predictors, which is four, at each split rather than all of the predictors. Figure 5 visualizes the importance of the predictors in creating the model and predicting whether a student will drop out. It also reveals that first and second semester curricular units approved, tuition fees being up-to-date, and second semester curricular unit grades are the most important predictors.

The forest contains 500 trees and the out-of-bag estimate of the error rate is 12.8%. This differs from the actual test error rate calculated using the test data set, which was 13.4%. The random forest does not perform considerably differently than the bagging model.
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Figure 5

Boosting models with various shrinkage parameters were trained using the student dropout data. Each boosting model was created assuming a Bernoulli distribution of the response to account for the binary classification problem, 1000 trees, and an interaction depth of 7 to match that of the pruned classification tree. Figure 6 records the test error associated with different shrinkage parameters. Small shrinkage parameters, 0.001, and 0.01, resulted in 100% test error rate. The lowest test error rate observed was from a shrinkage parameter of 0.750. That test error rate is equal to 19.6%.
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Figure 6

Figure 7 summarizes what was learned from creating all the different classification models. Logistic regression and linear discriminant analysis yield the lowest test error rate at 12.4% and 12.5%, respectively.
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Figure 7

*Quantitative Problem*

Correlations between the predictors and the response are checked prior to modeling using least squares regression. The correlation to quality is 1.000 as expected. There are not any other attributes particularly strongly correlated to the quality of white wine. Alcohol and density have correlation coefficients of greatest magnitude. Chlorides, volatile acidity, and total sulfur dioxide are next strongly correlated to quality.
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Figure 8

When fitting all the white wine data to a multiple least squares linear regression, The F-statistic for the multiple linear regression with all predictors is well above 1, meaning our regression fit is statistically significant. The predictors that are statistically significant and have a p-value less than 0.05 are residual sugar, free sulfur dioxide, density, pH, sulphates, and alcohol. Figure 8 shows the residuals of the least squares model. The three distinct diagonal lines may be attributed to the limited possibilities of values for the response.

A multiple linear regression model was then trained using half of the observations from the white wine data set. Unlike the first model that included all the possible predictor variables, the trained model used the seven statistically significant predictors from the first model. The F-statistic for the trained model is still much greater than 1. All the p-values for the predictors are less than 0.05, so each predictor is significant in this model.

Rounding to three decimal places, the test mean squared error (MSE) for the trained linear model with all predictors is 0.573, which is slightly greater than that of the trained model with seven predictors. The F-statistic is noticeably lower for the model with all predictors, but it is still well above 1.

The training data is fit using a ridge regression model, which is a shrinkage method that will attempt to shrink the estimated coefficients to reduce variance and better fit the data. To determine the best tuning parameter, or lambda, cross-validation is used. Figure 9 shows the mean squared error plotted over the logarithm of the tuning parameter. The tuning parameter that minimizes the MSE is 0.0384732.
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Figure 9

The ridge regression model yields a test mean squared error of 0.574, which is very similar to the test error the linear model with all predictors yielded.
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Figure 10

The training data is fit to a LASSO model, which is similar to the ridge regression model; however, the LASSO has the ability to shrink coefficient estimates to zero and essentially perform a best subset selection. A plot of coefficients over L1 seen in Figure 10 show that many coefficients converge to zero or near zero.
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Figure 11

Figure 11 shows a similar plot to that in Figure 10 but for the LASSO model. The tuning parameter that minimizes the mean squared error for the Lasso model is 0.0005713149. With a tuning parameter so close to zero, the shrinkage effect on the coefficients is minimal and the model is likely to not change the test error significantly compared to least squares regression.

Looking at the coefficients of the Lasso model, the coefficient for fixed acidity is zero, which essentially means that the model removed fixed acidity as a predictor of quality.

A partial least squares model is trained using the training data set and fit using a cross-validation method.
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Figure 12

The root mean squared error determined through cross-validation gradually decreases from 1 component to 8 components. The value of the root mean squared error does not change much with the number of components greater than 8. The summary of the partial least squares fit provides the amount of variance that is explained in the predictors and the response. The highest amount of variance explained in the response is 27.95% while the highest amount of variance in the predictors is 100% when 11 components are used.

Figure 12 shows the mean squared error plotted over the number of components used within the partial least squares model. As the number of components increases from 0 to 3, the mean squared error reduces significantly. After more than 3 components are used in the model, the mean squared error does not change much.

The partial least squares model is used to predict the quality of the white wine with 3 as the number of components. The test mean squared error for PLS is 0.578.

The best subset selection model is used to select the best set of predictors that minimizes the test mean squared error. A validation set approach is used to find the best subset. This approach finds that the best subset of predictors is fixed acidity, volatile acidity, residual sugar, free sulfur dioxide, density, pH, sulphates, and alcohol, which is a total of 8 predictors from the original 11. The minimized test MSE is 0.573.

Best subset selection is performed again using a k-fold cross-validation approach this time. With k = 10, the cross-validation also determines that the best subset contains 8 predictors. Figure 13 plots the estimated MSE over the number of predictors included in the subset. The test MSE is calculated to be 0.568.
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Figure 13

Both forward and backward stepwise subset selection using cross-validation determines that the best model uses 8 predictors. Figures 14 and 15 show the estimated MSE plotted over number of predictors in the subset for forward stepwise and backward stepwise, respectively. While forward stepwise yields the same test error as best subset selection, the backward stepwise selection model yields a slightly lower test MSE of 0.563.
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Figure 14
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Figure 15

The training data is used to create a regression tree model that will be used to predict the quality of white wine using the test data set observations. The regression tree uses four predictors to construct the tree: alcohol, volatile acidity, free sulfur dioxide, and chlorides. Alcohol is the most used predictor, as it used in the first decision and in the last level of the tree The tree contains 6 terminal nodes.

Using the regression tree to predict the quality of white wine, the test MSE is 0.593.
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Figure 16

In attempt to improve the regression tree model, the original tree is pruned. Figure 17 shows that using cross-validation to determine the ideal size of the tree does not give any new information: the ideal size of a regression tree for our training data is the same as that of the original tree we created. Predictably, the pruned tree with a size of 6 seen in Figure 16 gives the same tree and yields virtually the same test MSE.
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Figure 17

A bagging model is created to attempt to use a series of bootstrapped regression trees to better predict the quality of white wine. The bagging model considers all predictors as split candidates at each split in the trees. 500 trees are used in the model, the mean of squared residuals is 0.433, and 43.96% of the variance is explained with this model.

Using the bagging model to predict quality in the test data set yields a test MSE of 0.408, which is the lowest of any model thus far.

Similar to bagging, the random forest tries to predict the response using 500 regression trees. The random forest model, however, uses considers only a random selection of 3 predictors at each split. The model has a slightly lower mean of squared residuals than the bagging model at 0.423, but explains 45.23% of the variance of the model.

Looking at the graphs indicating the importance of predictors in the random forest model in Figure 18, alcohol, volatile acidity, free sulfur dioxide, and chlorides are revealed to be four of the most important predictors to predict the quality of white wine. These are the same predictors featured in the pruned regression tree model.
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Figure 18

The random forest model yields the lowest test MSE thus far at 0.407 when applied to the test data set.

A boosting model, which attempts to improve on bagging by sequentially creating trees and using information from previous trees, was created using a set of different shrinkage parameter. Each model used 1000 trees and a tree size equal to 4. Looking at Figure 19, as the shrinkage parameter increases, the training error decreases; however, the minimum test error, 0.467, is seen when lambda equals 0.02.
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Figure 20

Figure 20 shows the test errors for all the models used to predict the quality fo white wine with the test data set. Least squares regression and the generalized linear models (GLMs) all yield a similar test mean squared error when trying to predict the quality of white wine using the test data set. The regression tree model performs worse on the test data than the GLMs; however, other tree-based methods yield significantly lower mean squared errors than all other models. The best of these is the random forest model with a test MSE of 0.407, which means, on average, the random forest will predict a quality rating 0.638 units off the actual value.

*Principal Components Regression Problem*
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Figure

The validation plot in Figure 21 shows that the number of components that minimize the mean squared error is 11. When the number of components is set equal to 11, the PCR model yields a test MSE of 10691.12, which means that on average, the model is off by $103.40 in its prediction of a customer’s average credit balance.

Fitting the data to a least squares regression demonstrates that the PCR model does not improve the test MSE compared to an ordinary multiple linear regression model.

**Validity & Reliability Assessment**

Predicting a student dropping out school in higher education is best modeled using logistic regression or linear discriminant analysis. Models with more flexibility yield higher misclassification rates; therefore, based on the findings in this report, it is recommended that the classification model used on this data or data similar to this set is rigid and has a more rigid or linear decision boundary. We used a validation set approach to compare the models in this report, and only one training set and test set was used on each model. In the future, the test error may be determined using a cross-validation approach so that way a distribution of test errors is generated for each model. Tree-based methods yield the lowest test mean squared errors for modeling white wine quality. Like the qualitative problem, more test data sets should be used in the future to ensure robustness. From the comparison of different models, it was discovered that alcohol, volatile acidity, free sulfur dioxide, and chlorides were the most important predictors of white wine quality. These predictors should be focused on in future projects involving this data or similar data. Principal components regression on the Credit data did not yield different results from an ordinary least squares model when predicting credit balance; however, it could be useful in predicting other variables in the data set.
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**Appendix**

Qualitative Problem Code

## Load libraries

library(ISLR2)  
library(MASS)

##   
## Attaching package: 'MASS'

## The following object is masked from 'package:ISLR2':  
##   
## Boston

library(e1071)

## Warning: package 'e1071' was built under R version 4.3.2

library(class)  
library(tree)

## Warning: package 'tree' was built under R version 4.3.2

library(randomForest)

## Warning: package 'randomForest' was built under R version 4.3.2

## randomForest 4.7-1.1

## Type rfNews() to see new features/changes/bug fixes.

library(gbm)

## Warning: package 'gbm' was built under R version 4.3.2

## Loaded gbm 2.1.8.1

## Prepare data set

full.data <- read.table("student\_data.csv", sep=";", header = T)  
View(full.data)  
  
student.data <- na.omit(full.data)  
student.data$Target[student.data$Target=="Enrolled"] <- "Student"  
student.data$Target[student.data$Target=="Graduate"] <- "Student"  
  
length(student.data$Target[student.data$Target == "Dropout"]) # 1421 dropout records

## [1] 1421

student.data$Target <- as.factor(student.data$Target)

## Split data set into train and test data

set.seed(1)  
train <- sample(1:nrow(student.data), 0.5 \* nrow(student.data))  
test <- (-train)

# Create data frame to track test errors of each model  
model.errors <- data.frame(model = c("Log Regression", "LDA", "QDA", "NB Classifier",  
 "KNN", "Tree", "Pruned Tree", "Bagging", "RF",  
 "Boosting"),  
 test.error = rep(NA, 10))

## Logistic Regression with All Predictors

log.student <- glm(Target ~ ., data = student.data, family = binomial)  
  
summary(log.student)

##   
## Call:  
## glm(formula = Target ~ ., family = binomial, data = student.data)  
##   
## Coefficients:  
## Estimate Std. Error z value  
## (Intercept) 4.513e-01 7.488e-01 0.603  
## Marital.status 1.267e-01 9.782e-02 1.295  
## Application.mode -6.871e-04 3.713e-03 -0.185  
## Application.order -8.428e-02 4.302e-02 -1.959  
## Course -9.950e-05 3.603e-05 -2.762  
## Daytime.evening.attendance -3.113e-02 1.797e-01 -0.173  
## Previous.qualification 1.107e-02 5.395e-03 2.052  
## Previous.qualification.grade -3.115e-03 4.590e-03 -0.679  
## Nacionality -3.550e-02 1.069e-02 -3.321  
## Mother.qualification -1.117e-02 3.990e-03 -2.800  
## Father.qualification 4.386e-03 3.909e-03 1.122  
## Mother.occupation 1.237e-02 4.854e-03 2.548  
## Father.occupation -2.069e-03 5.058e-03 -0.409  
## Admission.grade 4.493e-03 4.271e-03 1.052  
## Displaced -3.412e-01 1.161e-01 -2.938  
## Educational.special.needs -2.619e-01 4.193e-01 -0.624  
## Debtor -4.585e-01 1.663e-01 -2.756  
## Tuition.fees.up.to.date 2.417e+00 1.815e-01 13.319  
## Gender -2.905e-01 1.059e-01 -2.743  
## Scholarship.holder 5.687e-01 1.386e-01 4.104  
## Age.at.enrollment -4.785e-02 9.435e-03 -5.071  
## International 1.975e+00 5.752e-01 3.434  
## Curricular.units.1st.sem.credited -1.429e-01 7.894e-02 -1.810  
## Curricular.units.1st.sem.enrolled 1.649e-02 1.015e-01 0.162  
## Curricular.units.1st.sem.evaluations 7.084e-03 2.398e-02 0.295  
## Curricular.units.1st.sem.approved 2.964e-01 5.169e-02 5.735  
## Curricular.units.1st.sem.grade -5.742e-02 2.372e-02 -2.421  
## Curricular.units.1st.sem.without.evaluations 1.365e-01 9.474e-02 1.441  
## Curricular.units.2nd.sem.credited -2.274e-01 8.441e-02 -2.694  
## Curricular.units.2nd.sem.enrolled -4.842e-01 9.774e-02 -4.954  
## Curricular.units.2nd.sem.evaluations 3.862e-02 2.272e-02 1.700  
## Curricular.units.2nd.sem.approved 6.136e-01 4.765e-02 12.877  
## Curricular.units.2nd.sem.grade 6.915e-02 2.236e-02 3.093  
## Curricular.units.2nd.sem.without.evaluations 1.120e-01 7.833e-02 1.430  
## Unemployment.rate -8.048e-02 2.099e-02 -3.834  
## Inflation.rate -2.374e-02 3.614e-02 -0.657  
## GDP -8.831e-03 2.501e-02 -0.353  
## Pr(>|z|)   
## (Intercept) 0.546677   
## Marital.status 0.195344   
## Application.mode 0.853204   
## Application.order 0.050125 .   
## Course 0.005749 \*\*   
## Daytime.evening.attendance 0.862479   
## Previous.qualification 0.040126 \*   
## Previous.qualification.grade 0.497404   
## Nacionality 0.000898 \*\*\*  
## Mother.qualification 0.005117 \*\*   
## Father.qualification 0.261874   
## Mother.occupation 0.010839 \*   
## Father.occupation 0.682497   
## Admission.grade 0.292814   
## Displaced 0.003304 \*\*   
## Educational.special.needs 0.532325   
## Debtor 0.005848 \*\*   
## Tuition.fees.up.to.date < 2e-16 \*\*\*  
## Gender 0.006091 \*\*   
## Scholarship.holder 4.07e-05 \*\*\*  
## Age.at.enrollment 3.95e-07 \*\*\*  
## International 0.000594 \*\*\*  
## Curricular.units.1st.sem.credited 0.070322 .   
## Curricular.units.1st.sem.enrolled 0.870944   
## Curricular.units.1st.sem.evaluations 0.767641   
## Curricular.units.1st.sem.approved 9.75e-09 \*\*\*  
## Curricular.units.1st.sem.grade 0.015479 \*   
## Curricular.units.1st.sem.without.evaluations 0.149581   
## Curricular.units.2nd.sem.credited 0.007053 \*\*   
## Curricular.units.2nd.sem.enrolled 7.27e-07 \*\*\*  
## Curricular.units.2nd.sem.evaluations 0.089180 .   
## Curricular.units.2nd.sem.approved < 2e-16 \*\*\*  
## Curricular.units.2nd.sem.grade 0.001985 \*\*   
## Curricular.units.2nd.sem.without.evaluations 0.152778   
## Unemployment.rate 0.000126 \*\*\*  
## Inflation.rate 0.511307   
## GDP 0.724043   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 5554.5 on 4423 degrees of freedom  
## Residual deviance: 2739.7 on 4387 degrees of freedom  
## AIC: 2813.7  
##   
## Number of Fisher Scoring iterations: 6

sig\_predictors <- c("Application.order", "Course", "Previous.qualification",  
 "Nacionality", "Mother.qualification", "Mother.occupation",  
 "Displaced", "Debtor", "Tuition.fees.up.to.date",  
 "Gender", "Scholarship.holder", "Age.at.enrollment", "International",  
 "Curricular.units.1st.sem.approved", "Curricular.units.1st.sem.grade",  
 "Curricular.units.2nd.sem.credited", "Curricular.units.2nd.sem.enrolled",  
 "Curricular.units.2nd.sem.approved", "Curricular.units.2nd.sem.grade",  
 "Unemployment.rate", "Target")  
  
student.data <- student.data[, sig\_predictors]

## Logistic Regression

glm.student <- glm(Target ~ ., data = student.data, subset = train,  
 family = binomial)  
  
summary(glm.student)

##   
## Call:  
## glm(formula = Target ~ ., family = binomial, data = student.data,   
## subset = train)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 6.547e-01 5.571e-01 1.175 0.239881   
## Application.order -9.465e-02 6.105e-02 -1.550 0.121039   
## Course -1.164e-04 4.725e-05 -2.463 0.013775 \*   
## Previous.qualification 9.697e-03 7.080e-03 1.370 0.170816   
## Nacionality -4.010e-02 1.172e-02 -3.421 0.000625 \*\*\*  
## Mother.qualification -4.052e-03 4.843e-03 -0.837 0.402774   
## Mother.occupation 1.013e-02 3.149e-03 3.217 0.001297 \*\*   
## Displaced -4.217e-01 1.600e-01 -2.636 0.008382 \*\*   
## Debtor -6.741e-01 2.310e-01 -2.918 0.003519 \*\*   
## Tuition.fees.up.to.date 2.400e+00 2.608e-01 9.205 < 2e-16 \*\*\*  
## Gender -4.124e-01 1.461e-01 -2.823 0.004763 \*\*   
## Scholarship.holder 4.595e-01 1.901e-01 2.418 0.015622 \*   
## Age.at.enrollment -4.895e-02 1.088e-02 -4.497 6.88e-06 \*\*\*  
## International 1.970e+00 6.608e-01 2.981 0.002870 \*\*   
## Curricular.units.1st.sem.approved 2.546e-01 5.879e-02 4.330 1.49e-05 \*\*\*  
## Curricular.units.1st.sem.grade -4.446e-02 3.029e-02 -1.468 0.142157   
## Curricular.units.2nd.sem.credited -3.589e-01 6.538e-02 -5.490 4.01e-08 \*\*\*  
## Curricular.units.2nd.sem.enrolled -3.526e-01 6.793e-02 -5.191 2.09e-07 \*\*\*  
## Curricular.units.2nd.sem.approved 5.850e-01 5.829e-02 10.035 < 2e-16 \*\*\*  
## Curricular.units.2nd.sem.grade 6.859e-02 2.893e-02 2.371 0.017748 \*   
## Unemployment.rate -5.821e-02 2.681e-02 -2.172 0.029891 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 2770.5 on 2211 degrees of freedom  
## Residual deviance: 1387.6 on 2191 degrees of freedom  
## AIC: 1429.6  
##   
## Number of Fisher Scoring iterations: 6

glm.probs <- predict(glm.student, student.data[test, ], type = "response")  
glm.pred <- rep("Student", nrow(student.data[test, ]))  
  
contrasts(student.data$Target)

## Student  
## Dropout 0  
## Student 1

glm.pred[glm.probs < 0.5] <- "Dropout"  
table(glm.pred, student.data$Target[test])

##   
## glm.pred Dropout Student  
## Dropout 516 75  
## Student 199 1422

glm.error <- mean(glm.pred != student.data$Target[test])  
glm.error

## [1] 0.1238698

model.errors[model.errors$model == "Log Regression", "test.error"] <- glm.error

## Linear Discriminant Analysis

lda.student <- lda(Target ~ ., data = student.data, subset = train)  
lda.student

## Call:  
## lda(Target ~ ., data = student.data, subset = train)  
##   
## Prior probabilities of groups:  
## Dropout Student   
## 0.3191682 0.6808318   
##   
## Group means:  
## Application.order Course Previous.qualification Nacionality  
## Dropout 1.533994 8756.80 5.432011 2.260623  
## Student 1.788181 8930.02 3.899070 1.899734  
## Mother.qualification Mother.occupation Displaced Debtor  
## Dropout 20.63314 10.30312 0.4645892 0.23229462  
## Student 18.48938 11.63878 0.5989376 0.05909695  
## Tuition.fees.up.to.date Gender Scholarship.holder Age.at.enrollment  
## Dropout 0.6756374 0.5113314 0.1062323 25.97592  
## Student 0.9760956 0.2795485 0.3266932 21.78486  
## International Curricular.units.1st.sem.approved  
## Dropout 0.02974504 2.594901  
## Student 0.02589641 5.747012  
## Curricular.units.1st.sem.grade Curricular.units.2nd.sem.credited  
## Dropout 7.406225 0.4518414  
## Student 12.192280 0.5624170  
## Curricular.units.2nd.sem.enrolled Curricular.units.2nd.sem.approved  
## Dropout 5.752125 1.947592  
## Student 6.474768 5.615538  
## Curricular.units.2nd.sem.grade Unemployment.rate  
## Dropout 5.935216 11.60949  
## Student 12.231881 11.55252  
##   
## Coefficients of linear discriminants:  
## LD1  
## Application.order -3.086898e-02  
## Course -3.918505e-05  
## Previous.qualification 4.689505e-03  
## Nacionality -1.775997e-02  
## Mother.qualification -1.387344e-03  
## Mother.occupation 3.678917e-03  
## Displaced -1.233246e-01  
## Debtor -3.779885e-01  
## Tuition.fees.up.to.date 1.188291e+00  
## Gender -1.833625e-01  
## Scholarship.holder 1.608477e-01  
## Age.at.enrollment -2.021151e-02  
## International 8.167896e-01  
## Curricular.units.1st.sem.approved 1.341369e-01  
## Curricular.units.1st.sem.grade -2.361303e-02  
## Curricular.units.2nd.sem.credited -1.787996e-01  
## Curricular.units.2nd.sem.enrolled -2.784260e-01  
## Curricular.units.2nd.sem.approved 3.746244e-01  
## Curricular.units.2nd.sem.grade 4.295753e-02  
## Unemployment.rate -1.789627e-02

lda.pred <- predict(lda.student, student.data[test, ])  
lda.class <- lda.pred$class  
table(lda.class, student.data$Target[test])

##   
## lda.class Dropout Student  
## Dropout 499 60  
## Student 216 1437

lda.error <- (216 + 60) / (499 + 60 + 216 + 1437)  
lda.error

## [1] 0.124774

model.errors[model.errors$model == "LDA", "test.error"] <- lda.error

## Quadratic Discriminant Analysis

qda.student <- qda(Target ~ ., data = student.data, subset = train)  
qda.student

## Call:  
## qda(Target ~ ., data = student.data, subset = train)  
##   
## Prior probabilities of groups:  
## Dropout Student   
## 0.3191682 0.6808318   
##   
## Group means:  
## Application.order Course Previous.qualification Nacionality  
## Dropout 1.533994 8756.80 5.432011 2.260623  
## Student 1.788181 8930.02 3.899070 1.899734  
## Mother.qualification Mother.occupation Displaced Debtor  
## Dropout 20.63314 10.30312 0.4645892 0.23229462  
## Student 18.48938 11.63878 0.5989376 0.05909695  
## Tuition.fees.up.to.date Gender Scholarship.holder Age.at.enrollment  
## Dropout 0.6756374 0.5113314 0.1062323 25.97592  
## Student 0.9760956 0.2795485 0.3266932 21.78486  
## International Curricular.units.1st.sem.approved  
## Dropout 0.02974504 2.594901  
## Student 0.02589641 5.747012  
## Curricular.units.1st.sem.grade Curricular.units.2nd.sem.credited  
## Dropout 7.406225 0.4518414  
## Student 12.192280 0.5624170  
## Curricular.units.2nd.sem.enrolled Curricular.units.2nd.sem.approved  
## Dropout 5.752125 1.947592  
## Student 6.474768 5.615538  
## Curricular.units.2nd.sem.grade Unemployment.rate  
## Dropout 5.935216 11.60949  
## Student 12.231881 11.55252

qda.class <- predict(qda.student, student.data[test, ])$class  
table(qda.class, student.data$Target[test])

##   
## qda.class Dropout Student  
## Dropout 508 132  
## Student 207 1365

qda.error <- (207 + 132) / (508 + 132 + 207 + 1365)  
qda.error

## [1] 0.153255

model.errors[model.errors$model == "QDA", "test.error"] <- qda.error

## Naive Bayes Classifier

nb.student <- naiveBayes(Target ~ ., data = student.data, subset = train)  
nb.student

##   
## Naive Bayes Classifier for Discrete Predictors  
##   
## Call:  
## naiveBayes.default(x = X, y = Y, laplace = laplace)  
##   
## A-priori probabilities:  
## Y  
## Dropout Student   
## 0.3191682 0.6808318   
##   
## Conditional probabilities:  
## Application.order  
## Y [,1] [,2]  
## Dropout 1.533994 1.134678  
## Student 1.788181 1.331806  
##   
## Course  
## Y [,1] [,2]  
## Dropout 8756.80 2261.171  
## Student 8930.02 1915.336  
##   
## Previous.qualification  
## Y [,1] [,2]  
## Dropout 5.432011 10.436790  
## Student 3.899070 9.663187  
##   
## Nacionality  
## Y [,1] [,2]  
## Dropout 2.260623 9.032176  
## Student 1.899734 6.968837  
##   
## Mother.qualification  
## Y [,1] [,2]  
## Dropout 20.63314 15.64445  
## Student 18.48938 15.63806  
##   
## Mother.occupation  
## Y [,1] [,2]  
## Dropout 10.30312 20.82031  
## Student 11.63878 29.21718  
##   
## Displaced  
## Y [,1] [,2]  
## Dropout 0.4645892 0.4990981  
## Student 0.5989376 0.4902764  
##   
## Debtor  
## Y [,1] [,2]  
## Dropout 0.23229462 0.4225953  
## Student 0.05909695 0.2358844  
##   
## Tuition.fees.up.to.date  
## Y [,1] [,2]  
## Dropout 0.6756374 0.4684681  
## Student 0.9760956 0.1528021  
##   
## Gender  
## Y [,1] [,2]  
## Dropout 0.5113314 0.5002260  
## Student 0.2795485 0.4489264  
##   
## Scholarship.holder  
## Y [,1] [,2]  
## Dropout 0.1062323 0.3083532  
## Student 0.3266932 0.4691598  
##   
## Age.at.enrollment  
## Y [,1] [,2]  
## Dropout 25.97592 8.437555  
## Student 21.78486 6.425049  
##   
## International  
## Y [,1] [,2]  
## Dropout 0.02974504 0.1700036  
## Student 0.02589641 0.1588790  
##   
## Curricular.units.1st.sem.approved  
## Y [,1] [,2]  
## Dropout 2.594901 2.884082  
## Student 5.747012 2.649718  
##   
## Curricular.units.1st.sem.grade  
## Y [,1] [,2]  
## Dropout 7.406225 5.991239  
## Student 12.192280 3.114367  
##   
## Curricular.units.2nd.sem.credited  
## Y [,1] [,2]  
## Dropout 0.4518414 1.721315  
## Student 0.5624170 1.998443  
##   
## Curricular.units.2nd.sem.enrolled  
## Y [,1] [,2]  
## Dropout 5.752125 2.090038  
## Student 6.474768 2.195365  
##   
## Curricular.units.2nd.sem.approved  
## Y [,1] [,2]  
## Dropout 1.947592 2.575680  
## Student 5.615538 2.430208  
##   
## Curricular.units.2nd.sem.grade  
## Y [,1] [,2]  
## Dropout 5.935216 6.105464  
## Student 12.231881 3.112023  
##   
## Unemployment.rate  
## Y [,1] [,2]  
## Dropout 11.60949 2.766519  
## Student 11.55252 2.638518

nb.class <- predict(nb.student, student.data[test, ])  
table(nb.class, student.data$Target[test])

##   
## nb.class Dropout Student  
## Dropout 514 159  
## Student 201 1338

nb.error <- (201 + 159) / (514 + 159 + 201 + 1338)  
nb.error

## [1] 0.1627486

model.errors[model.errors$model == "NB Classifier", "test.error"] <- nb.error

## K-Nearest Neighbor

length(sig\_predictors)

## [1] 21

train.X <- as.matrix(student.data[train, sig\_predictors[-21]])  
test.X <- as.matrix(student.data[test, sig\_predictors[-21]])  
train.target <- student.data$Target[train]  
  
k.values <- c(1, 3, 5, 10)  
knn.errors <- data.frame(k.value = k.values,  
 pred.error = rep(NA, length(k.values)))  
for (x in 1:length(k.values)) {  
 set.seed(2)  
 knn.pred <- knn(train.X, test.X, train.target, k = k.values[x])  
 knn.errors[x, "pred.error"] <- mean(knn.pred != student.data$Target[test])  
}  
  
knn.errors # k = 5 lowest test error

## k.value pred.error  
## 1 1 0.2373418  
## 2 3 0.2255877  
## 3 5 0.2124774  
## 4 10 0.2188065

model.errors[model.errors$model == "KNN", "test.error"] <- min(knn.errors$pred.error)

## Classification tree

# Classification Tree Model  
  
tree.student <- tree(Target ~ ., data = student.data, subset = train)  
summary(tree.student)

##   
## Classification tree:  
## tree(formula = Target ~ ., data = student.data, subset = train)  
## Variables actually used in tree construction:  
## [1] "Curricular.units.2nd.sem.approved" "Tuition.fees.up.to.date"   
## [3] "Age.at.enrollment" "Curricular.units.2nd.sem.enrolled"  
## [5] "Curricular.units.2nd.sem.grade"   
## Number of terminal nodes: 8   
## Residual mean deviance: 0.6947 = 1531 / 2204   
## Misclassification error rate: 0.1293 = 286 / 2212

plot(tree.student)  
text(tree.student, pretty = 0)
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tree.pred <- predict(tree.student, student.data[test, ], type = "class")  
table(tree.pred, student.data$Target[test])

##   
## tree.pred Dropout Student  
## Dropout 497 86  
## Student 218 1411

tree.error <- mean(tree.pred != student.data$Target[test])  
tree.error

## [1] 0.1374322

model.errors[model.errors$model == "Tree", "test.error"] <- tree.error

## Pruned Tree

set.seed(4)  
cv.student <- cv.tree(tree.student, FUN = prune.misclass)  
cv.student

## $size  
## [1] 8 7 3 2 1  
##   
## $dev  
## [1] 288 288 392 395 706  
##   
## $k  
## [1] -Inf 0.00 20.25 23.00 316.00  
##   
## $method  
## [1] "misclass"  
##   
## attr(,"class")  
## [1] "prune" "tree.sequence"

plot(cv.student$size, cv.student$dev, type = "b")

![A graph of a number and a line
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pruned.student <- prune.misclass(tree.student, best = 7)  
plot(pruned.student)  
text(pruned.student, pretty = 0)

![A black and white text on a white background
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summary(pruned.student)

##   
## Classification tree:  
## snip.tree(tree = tree.student, nodes = 7L)  
## Variables actually used in tree construction:  
## [1] "Curricular.units.2nd.sem.approved" "Tuition.fees.up.to.date"   
## [3] "Age.at.enrollment" "Curricular.units.2nd.sem.enrolled"  
## Number of terminal nodes: 7   
## Residual mean deviance: 0.7098 = 1565 / 2205   
## Misclassification error rate: 0.1293 = 286 / 2212

pruned.pred <- predict(pruned.student, student.data[test, ], type = "class")  
table(pruned.pred, student.data$Target[test])

##   
## pruned.pred Dropout Student  
## Dropout 497 86  
## Student 218 1411

prune.error <- mean(pruned.pred != student.data$Target[test])  
prune.error

## [1] 0.1374322

model.errors[model.errors$model == "Pruned Tree", "test.error"] <- prune.error

## Bagging

set.seed(5)  
bag.student <- randomForest(Target ~ ., data = student.data, subset = train,  
 mtry = length(sig\_predictors)-1, importance = T)  
bag.student

##   
## Call:  
## randomForest(formula = Target ~ ., data = student.data, mtry = length(sig\_predictors) - 1, importance = T, subset = train)   
## Type of random forest: classification  
## Number of trees: 500  
## No. of variables tried at each split: 20  
##   
## OOB estimate of error rate: 13.52%  
## Confusion matrix:  
## Dropout Student class.error  
## Dropout 505 201 0.28470255  
## Student 98 1408 0.06507304

bag.pred <- predict(bag.student, student.data[test, ], type = "class")  
table(bag.pred, student.data$Target[test])

##   
## bag.pred Dropout Student  
## Dropout 512 95  
## Student 203 1402

bag.error <- mean(bag.pred != student.data$Target[test])  
bag.error

## [1] 0.1347197

model.errors[model.errors$model == "Bagging", "test.error"] <- bag.error

## Random Forest

# Random Forest using default sqrt(p) predictors  
  
set.seed(5)  
rf.student <- randomForest(Target ~ ., data = student.data, subset = train,  
 importance = T)  
rf.student

##   
## Call:  
## randomForest(formula = Target ~ ., data = student.data, importance = T, subset = train)   
## Type of random forest: classification  
## Number of trees: 500  
## No. of variables tried at each split: 4  
##   
## OOB estimate of error rate: 12.79%  
## Confusion matrix:  
## Dropout Student class.error  
## Dropout 511 195 0.27620397  
## Student 88 1418 0.05843293

varImpPlot(rf.student)
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rf.pred <- predict(rf.student, newdata = student.data[test, ], type = "class")  
rf.error <- mean(rf.pred != student.data$Target[test])  
rf.error

## [1] 0.1338156

model.errors[model.errors$model == "RF", "test.error"] <- rf.error

## Boosting

tunings <- c(0.001, 0.01, 0.2, 0.5, 0.75, 1.0)  
boost.results <- data.frame(shrinkage = tunings,  
 test.error = rep(NA, length(tunings)))  
student.data$Target <- as.numeric(student.data$Target)  
student.data$Target <- apply(student.data, 1, FUN = function(x) x[1] - 1)  
  
for (x in 1:length(tunings)) {  
 set.seed(6)  
 boost.student <- gbm(Target ~ ., data = student.data[train, ],  
 distribution = "bernoulli", n.trees = 1000,  
 interaction.depth = 7, shrinkage = tunings[x])  
 boost.pred <- predict(boost.student, newdata = student.data[test, ],   
 type = "response", n.trees = 1000)  
 boost.results[x, "test.error"] <- mean(boost.pred != student.data$Target[test])  
}  
  
boost.results

## shrinkage test.error  
## 1 0.001 1.0000000  
## 2 0.010 1.0000000  
## 3 0.200 0.8792948  
## 4 0.500 1.0000000  
## 5 0.750 0.1957505  
## 6 1.000 0.1957505

model.errors[model.errors$model == "Boosting", "test.error"] <- min(boost.results$test.error)

## Comparison of Models

model.errors

## model test.error  
## 1 Log Regression 0.1238698  
## 2 LDA 0.1247740  
## 3 QDA 0.1532550  
## 4 NB Classifier 0.1627486  
## 5 KNN 0.2124774  
## 6 Tree 0.1374322  
## 7 Pruned Tree 0.1374322  
## 8 Bagging 0.1347197  
## 9 RF 0.1338156  
## 10 Boosting 0.1957505

## Logistic Regression Using Even Less Predictors

# Reinitialize student data after boosting changes  
student.data <- na.omit(full.data)  
student.data$Target[student.data$Target=="Enrolled"] <- "Student"  
student.data$Target[student.data$Target=="Graduate"] <- "Student"  
student.data$Target <- as.factor(student.data$Target)  
student.data <- student.data[, sig\_predictors]  
  
log.final <- glm(Target ~ Curricular.units.2nd.sem.approved + Tuition.fees.up.to.date  
 + Age.at.enrollment + Curricular.units.2nd.sem.enrolled, data = student.data,  
 subset = train, family = binomial)  
summary(log.final)

##   
## Call:  
## glm(formula = Target ~ Curricular.units.2nd.sem.approved + Tuition.fees.up.to.date +   
## Age.at.enrollment + Curricular.units.2nd.sem.enrolled, family = binomial,   
## data = student.data, subset = train)  
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -0.374988 0.332232 -1.129 0.259   
## Curricular.units.2nd.sem.approved 0.782657 0.036030 21.723 < 2e-16 \*\*\*  
## Tuition.fees.up.to.date 2.493032 0.224053 11.127 < 2e-16 \*\*\*  
## Age.at.enrollment -0.053731 0.008827 -6.087 1.15e-09 \*\*\*  
## Curricular.units.2nd.sem.enrolled -0.479326 0.041541 -11.539 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 2770.5 on 2211 degrees of freedom  
## Residual deviance: 1499.4 on 2207 degrees of freedom  
## AIC: 1509.4  
##   
## Number of Fisher Scoring iterations: 5

log.probs <- predict(log.final, student.data[test, ], type = "response")  
log.pred <- rep("Student", nrow(student.data[test, ]))  
  
contrasts(student.data$Target)

## Student  
## Dropout 0  
## Student 1

log.pred[glm.probs < 0.5] <- "Dropout"  
table(log.pred, student.data$Target[test])

##   
## log.pred Dropout Student  
## Dropout 516 75  
## Student 199 1422

log.error <- mean(log.pred != student.data$Target[test])  
log.error

## [1] 0.1238698
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## Load Libraries

library(ISLR2)  
library(MASS)

##   
## Attaching package: 'MASS'

## The following object is masked from 'package:ISLR2':  
##   
## Boston

library(leaps)

## Warning: package 'leaps' was built under R version 4.3.2

library(glmnet)

## Warning: package 'glmnet' was built under R version 4.3.2

## Loading required package: Matrix

## Loaded glmnet 4.1-8

library(pls)

## Warning: package 'pls' was built under R version 4.3.2

##   
## Attaching package: 'pls'

## The following object is masked from 'package:stats':  
##   
## loadings

library(boot)  
library(tree)

## Warning: package 'tree' was built under R version 4.3.2

library(randomForest)

## Warning: package 'randomForest' was built under R version 4.3.2

## randomForest 4.7-1.1

## Type rfNews() to see new features/changes/bug fixes.

library(gbm)

## Warning: package 'gbm' was built under R version 4.3.2

## Loaded gbm 2.1.8.1

library(BART)

## Warning: package 'BART' was built under R version 4.3.2

## Loading required package: nlme

## Loading required package: nnet

## Loading required package: survival

##   
## Attaching package: 'survival'

## The following object is masked from 'package:boot':  
##   
## aml

## Load wine data sets

# Import wine quality data  
wine.data <- read.csv("winequality-white.csv", sep=";", na.strings = "?", stringsAsFactors = T)  
View(wine.data)

white\_cor <- cor(wine.data, use="complete.obs")  
print(white\_cor[12, ])

## fixed.acidity volatile.acidity citric.acid   
## -0.113662831 -0.194722969 -0.009209091   
## residual.sugar chlorides free.sulfur.dioxide   
## -0.097576829 -0.209934411 0.008158067   
## total.sulfur.dioxide density pH   
## -0.174737218 -0.307123313 0.099427246   
## sulphates alcohol quality   
## 0.053677877 0.435574715 1.000000000

## Track test errors across models

model.errors <- data.frame(model = c("Least Squares", "Ridge Regression", "The LASSO", "PLS",  
 "Best Subset", "Forward Stepwise", "Backward Stepwise", "Tree",   
 "Pruned Tree", "Bagging", "RF", "Boosting"),  
 test.error = rep(NA, 12))

### Multiple Linear Regression

lm.wine <- lm(quality ~ ., data = wine.data)  
summary(lm.wine)

##   
## Call:  
## lm(formula = quality ~ ., data = wine.data)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -3.8348 -0.4934 -0.0379 0.4637 3.1143   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 1.502e+02 1.880e+01 7.987 1.71e-15 \*\*\*  
## fixed.acidity 6.552e-02 2.087e-02 3.139 0.00171 \*\*   
## volatile.acidity -1.863e+00 1.138e-01 -16.373 < 2e-16 \*\*\*  
## citric.acid 2.209e-02 9.577e-02 0.231 0.81759   
## residual.sugar 8.148e-02 7.527e-03 10.825 < 2e-16 \*\*\*  
## chlorides -2.473e-01 5.465e-01 -0.452 0.65097   
## free.sulfur.dioxide 3.733e-03 8.441e-04 4.422 9.99e-06 \*\*\*  
## total.sulfur.dioxide -2.857e-04 3.781e-04 -0.756 0.44979   
## density -1.503e+02 1.907e+01 -7.879 4.04e-15 \*\*\*  
## pH 6.863e-01 1.054e-01 6.513 8.10e-11 \*\*\*  
## sulphates 6.315e-01 1.004e-01 6.291 3.44e-10 \*\*\*  
## alcohol 1.935e-01 2.422e-02 7.988 1.70e-15 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.7514 on 4886 degrees of freedom  
## Multiple R-squared: 0.2819, Adjusted R-squared: 0.2803   
## F-statistic: 174.3 on 11 and 4886 DF, p-value: < 2.2e-16

# Create training and test data  
set.seed(10)  
train.wine <- sample(1:nrow(wine.data), 0.5 \* nrow(wine.data))  
test.wine <- (-train.wine)

# Train a linear model with statistically significant predictors  
lm.train <- lm(quality ~ volatile.acidity + residual.sugar + free.sulfur.dioxide  
 + density + pH + sulphates + alcohol, data = wine.data,  
 subset = train.wine)  
summary(lm.train)

##   
## Call:  
## lm(formula = quality ~ volatile.acidity + residual.sugar + free.sulfur.dioxide +   
## density + pH + sulphates + alcohol, data = wine.data, subset = train.wine)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -3.6963 -0.5029 -0.0299 0.4676 2.7588   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 1.145e+02 2.001e+01 5.721 1.19e-08 \*\*\*  
## volatile.acidity -1.824e+00 1.532e-01 -11.912 < 2e-16 \*\*\*  
## residual.sugar 6.649e-02 8.020e-03 8.291 < 2e-16 \*\*\*  
## free.sulfur.dioxide 2.928e-03 9.647e-04 3.035 0.002432 \*\*   
## density -1.133e+02 2.002e+01 -5.660 1.69e-08 \*\*\*  
## pH 3.764e-01 1.071e-01 3.515 0.000448 \*\*\*  
## sulphates 6.084e-01 1.384e-01 4.397 1.14e-05 \*\*\*  
## alcohol 2.389e-01 2.897e-02 8.245 2.66e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.7496 on 2441 degrees of freedom  
## Multiple R-squared: 0.2748, Adjusted R-squared: 0.2727   
## F-statistic: 132.1 on 7 and 2441 DF, p-value: < 2.2e-16

# Use trained linear model to predict the wine quality  
lm.predict <- predict(lm.train, wine.data[test.wine, ])  
lm.mse <- mean((lm.predict - wine.data$quality[test.wine])^2)  
lm.mse

## [1] 0.5698636

model.errors[model.errors$model == "Least Squares", "test.error"] <- lm.mse

# Train the first linear model  
first.lm.wine <- lm(quality ~ ., data = wine.data, subset = train.wine)  
summary(first.lm.wine)

##   
## Call:  
## lm(formula = quality ~ ., data = wine.data, subset = train.wine)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -3.7823 -0.4940 -0.0422 0.4655 2.7949   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 1.971e+02 3.262e+01 6.040 1.77e-09 \*\*\*  
## fixed.acidity 1.173e-01 3.218e-02 3.646 0.000272 \*\*\*  
## volatile.acidity -1.741e+00 1.608e-01 -10.827 < 2e-16 \*\*\*  
## citric.acid -9.765e-02 1.340e-01 -0.729 0.466327   
## residual.sugar 9.651e-02 1.233e-02 7.828 7.31e-15 \*\*\*  
## chlorides -6.428e-01 8.578e-01 -0.749 0.453708   
## free.sulfur.dioxide 3.384e-03 1.200e-03 2.820 0.004842 \*\*   
## total.sulfur.dioxide -1.155e-04 5.495e-04 -0.210 0.833529   
## density -1.975e+02 3.305e+01 -5.977 2.61e-09 \*\*\*  
## pH 7.697e-01 1.581e-01 4.868 1.20e-06 \*\*\*  
## sulphates 7.251e-01 1.419e-01 5.109 3.48e-07 \*\*\*  
## alcohol 1.330e-01 4.123e-02 3.225 0.001276 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.7478 on 2437 degrees of freedom  
## Multiple R-squared: 0.2795, Adjusted R-squared: 0.2762   
## F-statistic: 85.93 on 11 and 2437 DF, p-value: < 2.2e-16

# Use first linear model to predict the wine quality  
first.lm.predict <- predict(first.lm.wine, wine.data[test.wine, ])  
first.lm.mse <- mean((first.lm.predict - wine.data$quality[test.wine])^2)  
first.lm.mse

## [1] 0.5731913

### Ridge Regression

# Create matrix of x, the predictors, and vector of y, the response  
x <- model.matrix(quality ~ ., wine.data)[, -1]  
y <- wine.data$quality  
  
y.test <- y[test.wine]

# Create a lambda grid and use it to form ridge regression model  
lambda.grid <- 10^seq(10, -2, length = 100)  
ridge.mod <- glmnet(x[train.wine, ], y[train.wine], alpha = 0, lambda = lambda.grid,  
 thresh = 1e-12)  
summary(ridge.mod)

## Length Class Mode   
## a0 100 -none- numeric  
## beta 1100 dgCMatrix S4   
## df 100 -none- numeric  
## dim 2 -none- numeric  
## lambda 100 -none- numeric  
## dev.ratio 100 -none- numeric  
## nulldev 1 -none- numeric  
## npasses 1 -none- numeric  
## jerr 1 -none- numeric  
## offset 1 -none- logical  
## call 6 -none- call   
## nobs 1 -none- numeric

# Determine the best lambda, or tuning parameter, using cross-validation  
set.seed(2)  
cv.out <- cv.glmnet(x[train.wine, ], y[train.wine], alpha = 0)  
plot(cv.out)
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Description automatically generated](data:image/png;base64,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)

bestlam.ridge <- cv.out$lambda.min  
bestlam.ridge

## [1] 0.0384732

# Predict the response of test data using ridge regression with best tuning parameter  
ridge.pred <- predict(ridge.mod, s = bestlam.ridge, newx = x[test.wine, ])  
ridge.mse <- mean((ridge.pred - y.test)^2)  
ridge.mse

## [1] 0.5737655

model.errors[model.errors$model == "Ridge Regression", "test.error"] <- ridge.mse

### The Lasso

lasso.mod <- glmnet(x[train.wine, ], y[train.wine], alpha = 1, lambda = lambda.grid)  
plot(lasso.mod)

## Warning in regularize.values(x, y, ties, missing(ties), na.rm = na.rm):  
## collapsing to unique 'x' values

![A graph with numbers and lines
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# Perform cross-validation to determine best tuning parameter  
set.seed(2)  
cv.out <- cv.glmnet(x[train.wine, ], y[train.wine], alpha = 1)  
plot(cv.out)
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bestlam.lasso <- cv.out$lambda.min  
bestlam.lasso

## [1] 0.0005713149

# Predict the response of test data and calculate MSE  
lasso.pred <- predict(lasso.mod, s = bestlam.lasso, newx = x[test.wine, ])  
lasso.mse <- mean((lasso.pred - y.test)^2)  
lasso.mse

## [1] 0.575157

model.errors[model.errors$model == "The LASSO", "test.error"] <- lasso.mse

The Lasso model is used to predict the quality of white wine using the best tuning parameter and the test data. The mean squared error for the Lasso model is 0.575, which is worse than the multiple linear regression and the ridge regression models.

lasso.coef <- predict(lasso.mod, type = "coefficients", s = bestlam.lasso)[1:11, ]  
lasso.coef

## (Intercept) fixed.acidity volatile.acidity   
## 4.910463e+01 0.000000e+00 -1.720231e+00   
## citric.acid residual.sugar chlorides   
## -2.552551e-02 3.824724e-02 -1.245298e+00   
## free.sulfur.dioxide total.sulfur.dioxide density   
## 2.961531e-03 -1.019355e-04 -4.727139e+01   
## pH sulphates   
## 2.011136e-01 4.309143e-01

lasso.coef[lasso.coef != 0]

## (Intercept) volatile.acidity citric.acid   
## 4.910463e+01 -1.720231e+00 -2.552551e-02   
## residual.sugar chlorides free.sulfur.dioxide   
## 3.824724e-02 -1.245298e+00 2.961531e-03   
## total.sulfur.dioxide density pH   
## -1.019355e-04 -4.727139e+01 2.011136e-01   
## sulphates   
## 4.309143e-01

### Partial Least Squares Regression

# Create PLS model on the wine wine quality data  
set.seed(2)  
pls.fit <- plsr(quality ~ ., data = wine.data, subset = train.wine, scale = T,  
 validation = "CV")  
summary(pls.fit)

## Data: X dimension: 2449 11   
## Y dimension: 2449 1  
## Fit method: kernelpls  
## Number of components considered: 11  
##   
## VALIDATION: RMSEP  
## Cross-validated using 10 random segments.  
## (Intercept) 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps  
## CV 0.8792 0.8002 0.7651 0.7549 0.7539 0.7538 0.7533  
## adjCV 0.8792 0.8002 0.7648 0.7546 0.7537 0.7535 0.7530  
## 7 comps 8 comps 9 comps 10 comps 11 comps  
## CV 0.7525 0.7509 0.7508 0.7509 0.7509  
## adjCV 0.7522 0.7507 0.7506 0.7507 0.7507  
##   
## TRAINING: % variance explained  
## 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps 7 comps 8 comps  
## X 26.89 38.95 45.44 55.72 65.78 72.58 75.07 79.53  
## quality 17.47 25.07 27.06 27.26 27.31 27.39 27.71 27.89  
## 9 comps 10 comps 11 comps  
## X 85.17 93.34 100.00  
## quality 27.95 27.95 27.95

# Plot MSEP over the number of components  
validationplot(pls.fit, val.type = "MSEP")  
axis(side=1, at=seq(1, 20, by=1))

![A graph of quality and number of components

Description automatically generated](data:image/png;base64,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)

# Predict quality of the wine using PLS  
pls.pred <- predict(pls.fit, newdata = x[test.wine, ], ncomp=3)  
pls.mse <- mean((pls.pred - y.test)^2)  
pls.mse

## [1] 0.5783051

model.errors[model.errors$model == "PLS", "test.error"] <- pls.mse

## Best Subset Selection

# Function to predict response using best subset selection  
predict.regsubsets <- function(object, newdata, id, ...) {  
 form <- as.formula(object$call[[2]])  
 mat <- model.matrix(form, newdata)  
 coefi <- coef(object, id = id)  
 xvars <- names(coefi)  
 mat[, xvars] %\*% coefi  
}

### Validation Set Approach

# Use validation set approach to determine best subset selection model  
regfit.best <- regsubsets(quality ~ ., data = wine.data[train.wine, ], nvmax = 11)  
  
# Create test matrix  
test.mat <- model.matrix(quality ~ ., data = wine.data[test.wine, ])  
  
# Compute test MSE for all possible amounts of variables used in the model  
val.errors <- rep(NA, 13)  
for (i in 1:11) {  
 coefi <- coef(regfit.best, id = i)  
 pred <- test.mat[, names(coefi)] %\*% coefi  
 val.errors[i] <- mean((wine.data$quality[test.wine] - pred)^2)  
}  
  
# Get coefficient estimates for model with best subset collection  
best.subset <- which.min(val.errors)  
val.errors[best.subset]

## [1] 0.5726076

coef(regfit.best, best.subset)

## (Intercept) fixed.acidity volatile.acidity residual.sugar   
## 2.047419e+02 1.199790e-01 -1.735146e+00 9.955035e-02   
## free.sulfur.dioxide density pH sulphates   
## 3.123752e-03 -2.054633e+02 8.047257e-01 7.251004e-01   
## alcohol   
## 1.290130e-01

### K-fold Cross-validation approach

# Best subset selection using cross-validation method  
  
k <- 10  
n <- nrow(wine.data)  
set.seed(11)  
folds <- sample(rep(1:k, length = n))  
cv\_sub.errors <- matrix(NA, k, 11,  
 dimnames = list(NULL, paste(1:11)))  
  
for (j in 1:k) {  
 cv\_sub.fit <- regsubsets(quality ~ .,  
 data = wine.data[folds != j, ],  
 nvmax = 11)  
 for (i in 1:11) {  
 pred.cv\_sub <- predict.regsubsets(cv\_sub.fit, wine.data[folds == j, ], id = i)  
 cv\_sub.errors[j, i] <- mean((wine.data$quality[folds == j] - pred.cv\_sub)^2)  
 }  
}  
  
cv\_sub.cv.errors <- apply(cv\_sub.errors, 2, mean)  
par(mfrow = c(1,1))  
plot(cv\_sub.cv.errors, type = "b")

![A line graph with numbers and a line

Description automatically generated](data:image/png;base64,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)

which.min(cv\_sub.cv.errors)

## 8   
## 8

cv\_sub.mse <- cv\_sub.cv.errors[["8"]]  
cv\_sub.mse

## [1] 0.5683492

model.errors[model.errors$model == "Best Subset", "test.error"] <- cv\_sub.mse

Best subset selection is performed again using a k-fold cross-validation approach this time. With k = 10, the cross-validation also determines that the best subset contains 8 predictors. The test MSE is calculated to be 0.568.

## Forward Stepwise Selection

k <- 10  
n <- nrow(wine.data)  
set.seed(11)  
folds <- sample(rep(1:k, length = n))  
f.cv.errors <- matrix(NA, k, 11,  
 dimnames = list(NULL, paste(1:11)))  
  
for (j in 1:k) {  
 fstep.fit <- regsubsets(quality ~ .,  
 data = wine.data[folds != j, ],  
 nvmax = 11,  
 method = "forward")  
 for (i in 1:11) {  
 pred.forward <- predict.regsubsets(fstep.fit, wine.data[folds == j, ], id = i)  
 f.cv.errors[j, i] <- mean((wine.data$quality[folds == j] - pred.forward)^2)  
 }  
}  
  
forward.cv.errors <- apply(f.cv.errors, 2, mean)  
forward.cv.errors

## 1 2 3 4 5 6 7 8   
## 0.6359855 0.5965686 0.5824032 0.5832526 0.5800027 0.5743192 0.5711655 0.5683492   
## 9 10 11   
## 0.5687762 0.5689857 0.5691309

par(mfrow = c(1,1))  
plot(forward.cv.errors, type = "b")
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Description automatically generated](data:image/png;base64,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)

which.min(forward.cv.errors)

## 8   
## 8

forward.mse <- forward.cv.errors[["8"]]  
forward.mse

## [1] 0.5683492

model.errors[model.errors$model == "Forward Stepwise", "test.error"] <- forward.mse

## Backward Stepwise Selection

# Backward Step-wise Subset Selection Using Cross Validation  
  
k <- 10  
n <- nrow(wine.data)  
set.seed(11)  
folds <- sample(rep(1:k, length = n))  
b.cv.errors <- matrix(NA, k, 11,  
 dimnames = list(NULL, paste(1:11)))  
  
for (j in 1:k) {  
 bstep.fit <- regsubsets(quality ~ .,  
 data = wine.data[folds != j, ],  
 nvmax = 11,  
 method = "backward")  
 for (i in 1:11) {  
 pred.backward <- predict.regsubsets(fstep.fit, wine.data[folds == j, ], id = i)  
 b.cv.errors[j, i] <-   
 mean((wine.data$quality[folds == j] - pred.backward)^2)  
 }  
}  
  
backward.cv.errors <- apply(b.cv.errors, 2, mean)  
backward.cv.errors

## 1 2 3 4 5 6 7 8   
## 0.6354239 0.5958132 0.5814734 0.5772214 0.5716449 0.5672763 0.5645731 0.5632897   
## 9 10 11   
## 0.5632278 0.5632074 0.5632012

par(mfrow = c(1,1))  
plot(backward.cv.errors, type = "b")

![A line graph with numbers and a line
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which.min(backward.cv.errors)

## 11   
## 11

backward.mse <- backward.cv.errors[["11"]]  
backward.mse

## [1] 0.5632012

model.errors[model.errors$model == "Backward Stepwise", "test.error"] <- backward.mse

## Regression Tree

# Create regression tree model for quality as response  
tree.wine <- tree(quality ~ ., data = wine.data, subset = train.wine)  
summary(tree.wine)

##   
## Regression tree:  
## tree(formula = quality ~ ., data = wine.data, subset = train.wine)  
## Variables actually used in tree construction:  
## [1] "alcohol" "volatile.acidity" "chlorides"   
## [4] "free.sulfur.dioxide"  
## Number of terminal nodes: 6   
## Residual mean deviance: 0.5665 = 1384 / 2443   
## Distribution of residuals:  
## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## -3.5830 -0.3120 0.1072 0.0000 0.4171 2.6880

# Plot the regression tree  
plot(tree.wine)  
text(tree.wine, pretty = 0)

![A diagram of a chemical reaction
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tree.pred <- predict(tree.wine, newdata = wine.data[test.wine, ])  
tree.mse <- mean((tree.pred - y.test)^2)  
tree.mse

## [1] 0.5930002

model.errors[model.errors$model == "Tree", "test.error"] <- tree.mse

Using the regression tree to predict the quality of white wine, the test MSE is 0.593.

## Pruned Tree

# Use cross-validation to determine best tree size for pruning  
tree.cv <- cv.tree(tree.wine)  
plot(tree.cv$size, tree.cv$dev, type = "b")

![A graph of a tree
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# Prune tree and plot the tree  
prune.wine <- prune.tree(tree.wine, best = 6)  
plot(prune.wine)  
text(prune.wine, pretty = 0)

![A diagram of a chemical reaction
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# Predict response with pruned tree  
prune.pred <- predict(prune.wine, newdata = wine.data[test.wine, ])  
prune.mse <- mean((prune.pred - y.test)^2)  
prune.mse

## [1] 0.5930002

model.errors[model.errors$model == "Pruned Tree", "test.error"] <- prune.mse

## Bagging

set.seed(90)  
bag.wine <- randomForest(quality ~ ., data = wine.data, subset = train.wine,  
 mtry = (ncol(wine.data) - 1), importance = T)  
bag.wine

##   
## Call:  
## randomForest(formula = quality ~ ., data = wine.data, mtry = (ncol(wine.data) - 1), importance = T, subset = train.wine)   
## Type of random forest: regression  
## Number of trees: 500  
## No. of variables tried at each split: 11  
##   
## Mean of squared residuals: 0.4327978  
## % Var explained: 43.96

A bagging model is created to attempt to use a series of bootstrapped regression trees to better predict the quality of white wine. The bagging model considers all predictors as split candidates at each split in the trees. 500 trees are used in the model, the mean of squared residuals is 0.433, and 43.96% of the variance is explained with this model.

bag.pred <- predict(bag.wine, newdata = wine.data[test.wine, ])  
bag.mse <- mean((bag.pred - y.test)^2)  
bag.mse

## [1] 0.4079268

model.errors[model.errors$model == "Bagging", "test.error"] <- bag.mse

## Random Forest

set.seed(90)  
rf.wine <- randomForest(quality ~ ., data = wine.data[train.wine, ],  
 importance = T)  
rf.wine

##   
## Call:  
## randomForest(formula = quality ~ ., data = wine.data[train.wine, ], importance = T)   
## Type of random forest: regression  
## Number of trees: 500  
## No. of variables tried at each split: 3  
##   
## Mean of squared residuals: 0.4229552  
## % Var explained: 45.23

importance(rf.wine)

## %IncMSE IncNodePurity  
## fixed.acidity 26.59123 114.8717  
## volatile.acidity 55.69239 180.5992  
## citric.acid 36.74146 127.3700  
## residual.sugar 34.04928 141.7358  
## chlorides 36.94861 158.7531  
## free.sulfur.dioxide 51.79472 183.1726  
## total.sulfur.dioxide 31.05734 134.0279  
## density 31.05210 200.2182  
## pH 36.88850 127.2465  
## sulphates 25.36442 107.2996  
## alcohol 57.86859 308.8811

varImpPlot(rf.wine)

![A chart of alcohol content
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rf.pred <- predict(rf.wine, newdata = wine.data[test.wine, ])  
rf.mse <- mean((rf.pred - y.test)^2)  
rf.mse

## [1] 0.4066441

model.errors[model.errors$model == "RF", "test.error"] <- rf.mse

## Boosting

tunings <- c(0.001, 0.005, 0.01, 0.02, 0.03)  
boost.errors <- data.frame(shrinkage = tunings,  
 training.error = rep(NA, length(tunings)),  
 test.error = rep(NA, length(tunings)))  
  
for (x in 1:length(tunings)) {  
 set.seed(91)  
 boost.wine <- gbm(quality ~ ., data = wine.data[train.wine, ],  
 distribution = "gaussian", n.trees = 1000,  
 interaction.depth = 4, shrinkage = tunings[x])  
 boost.errors[x, "training.error"] <- mean(boost.wine$train.error)  
}  
  
for (x in 1:length(tunings)) {  
 set.seed(91)  
 boost.wine <- gbm(quality ~ ., data = wine.data[train.wine, ],  
 distribution = "gaussian", n.trees = 1000,  
 interaction.depth = 4, shrinkage = tunings[x])  
 yhat.boost <- predict(boost.wine, newdata = wine.data[test.wine, ],  
 n.trees = 1000)  
 boost.errors[x, "test.error"] <- mean((yhat.boost - y.test)^2)  
}  
  
boost.errors

## shrinkage training.error test.error  
## 1 0.001 0.6506781 0.5982912  
## 2 0.005 0.5243904 0.4939699  
## 3 0.010 0.4735161 0.4782166  
## 4 0.020 0.4225135 0.4671453  
## 5 0.030 0.3887048 0.4672300

model.errors[model.errors$model == "Boosting", "test.error"] <- min(boost.errors$test.error)

model.errors

## model test.error  
## 1 Least Squares 0.5698636  
## 2 Ridge Regression 0.5737655  
## 3 The LASSO 0.5751570  
## 4 PLS 0.5783051  
## 5 Best Subset 0.5683492  
## 6 Forward Stepwise 0.5683492  
## 7 Backward Stepwise 0.5632012  
## 8 Tree 0.5930002  
## 9 Pruned Tree 0.5930002  
## 10 Bagging 0.4079268  
## 11 RF 0.4066441  
## 12 Boosting 0.4671453

sqrt(min(model.errors$test.error))

## [1] 0.6376865

## Load Libraries

library(ISLR2)  
library(MASS)

##   
## Attaching package: 'MASS'

## The following object is masked from 'package:ISLR2':  
##   
## Boston

library(pls)

## Warning: package 'pls' was built under R version 4.3.2

##   
## Attaching package: 'pls'

## The following object is masked from 'package:stats':  
##   
## loadings

View(Credit)

set.seed(1)  
train <- sample(1:nrow(Credit), nrow(Credit) / 2)  
test <- (-train)

set.seed(2)  
  
pcr.fit <- pcr(Balance ~ ., data = Credit, subset = train, scale = T,  
 validation = "CV")  
summary(pcr.fit)

## Data: X dimension: 200 11   
## Y dimension: 200 1  
## Fit method: svdpc  
## Number of components considered: 11  
##   
## VALIDATION: RMSEP  
## Cross-validated using 10 random segments.  
## (Intercept) 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps  
## CV 479.6 307.2 307.0 306.9 299.3 273.2 270.3  
## adjCV 479.6 306.7 306.7 307.2 298.2 272.8 268.1  
## 7 comps 8 comps 9 comps 10 comps 11 comps  
## CV 262.2 255.5 254.9 102.8 101.4  
## adjCV 261.8 255.0 254.3 102.4 101.1  
##   
## TRAINING: % variance explained  
## 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps 7 comps 8 comps  
## X 25.58 40.56 51.56 61.42 70.87 79.34 87.20 94.74  
## Balance 59.81 59.96 60.18 63.82 69.74 70.97 71.72 74.04  
## 9 comps 10 comps 11 comps  
## X 98.19 99.98 100.00  
## Balance 74.33 95.89 96.04

validationplot(pcr.fit, val.type = "MSEP")  
axis(side=1, at=seq(1,20,by=1))
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Description automatically generated](data:image/png;base64,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)

pcr.pred <- predict(pcr.fit, Credit[test, ], ncomp = 11)  
pcr.mse <- mean((pcr.pred - Credit$Balance[test])^2)  
pcr.mse

## [1] 10691.12

sqrt(pcr.mse)

## [1] 103.3979

lm.fit <- lm(Balance ~ ., data = Credit, subset = train)  
lm.pred <- predict(lm.fit, Credit[test, ])  
lm.mse <- mean((lm.pred - Credit$Balance[test])^2)  
lm.mse

## [1] 10691.12